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Abstract— Speech signal processing has become a challenging area in speaker separation and recognition 

under noisy conditions. Hereafter, new researchers and areas of development have led speaker 

identification as a speech processing subfield. The traditional speaker recognition method uses an 

autocorrelation detection algorithm. When disturbed by the background noise, the detection output signal-

to-noise ratio is not high. Thus, an algorithm is proposed based on wavelet speech enhancement and text-

related feature extraction. The speaker speech recognition system’s overall design is done in a noisy 

environment by voice noise’s feature matching to complete speech signal noise filtering processing. 

Wavelet adaptive feature decomposition is used to accomplish speech enhancement processing and to 

extract the relevant features. The extracted is put into the backpropagation (BP) neural network classifier 

to realize speaker recognition. The simulation results show that the algorithm for speech detection and 

analysis has high recognition accuracy, low probability of false detection, good performance of noise 

reduction, and superior indicators. 

Keywords— Speech Recognition, Speaker Recognition, Speech Signal Processing, Detection Filer, Noisy 

Environment. 

I. INTRODUCTION  

The speech produced by human speech is an important acoustic signal. With the development of signal and 

information processing technology, signal processing, intelligent analysis, and processing of the speech 

generated by speech can effectively realize speech recognition and localization of the speaker. According 

to the target speaker, the speech recognition different technologies are divided into specific person voice 

recognition and non-specific person voice recognition, analyze the speaker’s voice through desktop (PC) 

voice recognition, telephone voice recognition, and recognition of embedded devices (mobile phones, PDA, 

etc.) can be effectively used in suspect investigation, voice dialing, voice control intelligence, home services, 

hotels services, and other various fields. Therefore, the study of speech recognition methods is of great 

significance [1-3]. 

The speaker’s speech recognition can be divided into isolated word recognition, keyword recognition, and 

continuous speech recognition according to the different recognition objects. On the basis of signal 

processing, in extreme environments, the speaker’s voice signal collection is interfered with by strong 
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background noise and the output voice signal. The noise ratio is low, and the recognition is difficult. A 

reliable speech recognition technology is needed for speaker recognition. The voice signal features are not 

significant in a noisy environment, and the speech-related components between speakers are strongly 

coupled. Traditional methods mostly use speech recognition methods based on statistical signal analysis 

and basic speech recognition algorithm based on time-frequency analysis and the speech recognition 

algorithm based on wavelet analysis, etc. [4-5], the realization principle is to detect the collected speech 

signal measurement, filtering, feature extraction, and statistical analysis to realize the matching and 

recognition of speech and speaker. Literature [6] proposed a voice classification and recognition algorithm 

based on wavelet packet decomposition for feature extraction of ship radiated noise, using continuous 

voice recognition and keyword detection combined recognition method to achieve matching filter 

detection of voice feature points and improve recognition accuracy. However, the algorithm is not good for 

speech recognition in a strong noise environment, and its anti-interference ability is not strong. 

Literature [7] proposed a speaker speech recognition algorithm based on sparse representation to achieve 

speaker recognition and speech detection; Speech signal is decomposed by wavelet multi-scale, combined 

with feature matching algorithm to realize speech enhancement, improve the stability and completeness of 

speech output, and improve recognition accuracy. 

However, the algorithm has a high computational cost and does not perform well in real-time speech 

recognition; [8] Propose a voice endpoint detection method in a complex noise environment, using an 

autocorrelation detection algorithm, when it is interfered with by large background noise, the signal-to-

noise ratio of the detection output is not high. The convergence in the classification and recognition process 

is not good.  

Therefore, this paper proposes an algorithm for speech enhancement and text-related feature extraction 

based on wavelet enhancement to realize the speech recognition of the speaker. 

Carry out noise reduction filter preprocessing, adopt wavelet adaptive feature decomposition, carry out 

speech enhancement processing, carry out text-related feature extraction on the enhanced speech signal, 

and input this feature into the BP neural network classifier to realize speaker recognition.  

Finally, the performance test is carried out through simulation experiments to show the superior 

performance of the algorithm in this paper, an accurate speech recognition, and a valid conclusion is drawn. 

II. SIGNAL NOISE REDUCTION FILTER PREPROCESSING IN NOISY ENVIRONMENT 

A. Design of the Speech Recognition System 

The voice signal is affected by various factors such as the environment and the transmission medium during 

the transmission process, resulting in the lack of obvious characteristics of the voice signal in the noisy 

environment. 
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It is necessary to scan the voice of the text speaker in the noisy environment to collect and recognize the 

voice signal and use the speaker scale invariance, feature invariance, and text-related invariance of speech 

are characterized by keyword scanning and audio scanning. Different methods such as horizontal, vertical, 

oblique, and block are used to scan the speaker’s voice features and signal acquisition [9 -12], as shown in 

Figure 1. 

 

 (a) Horizontal scan               (b) Vertical scan                       (c) Oblique scan                      (d)  Block scan 

Figure 1: Speaker’s speech scan acquisition model in noise environment 

Based on the speaker's voice feature scanning and signal collection, for the speaker, it is assumed that the 

noisy model of the text speaker's voice signal in a noisy environment is f (x, y), and several known keywords 

are detected under background interference. 

The speaker’s audio characteristics are matched, assuming that the radial velocity of voice transmission is 

v, the initial distance between the voice acquisition system and the speaker is R0, and the broadband model 

for obtaining the speaker’s voice echo in a noisy environment is: 

                                                                w(t)=n(t)×h_w (t).                                                                         (1) 

Among them: n(t) represents the background reverberation noise where the speaker is located, and h_w 

(t) represents the reflected echo of the speech equipment and channel. 

According to the propagation loss of the voice equipment and the channel transmission medium, the strong 

correlation and non-stationarity of the reverberation and the signal are considered, and the speech 

enhancement is performed. 

In the context of reverberation, in the wideband of the speaker's voice echo, the receiver distance R of the 

voice collection is obtained as the envelope amplitude function of time t: 

                                                                  R(t)=(R_0-vt)wt.                                                                           (2) 

The Wiener filter is used to analyze the envelope amplitude of the voice collection. Under the interference 

of fading noise, by eliminating the influence of environmental noise on the voice, the received voice signal 

is: 
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                                                                    γ(t)=g(t)+η(t).                                                                                      (3) 

Equation (3) shows that the acoustic features have instantaneous envelope attenuation in the time domain 

and frequency domain. Among them, g(t) is the echo information of voice control, and η(t) is the 

interference signal. 

Using noise and reverberation matching method, when measuring the information attenuation coefficient 

λ of voice control in a noisy environment, f(t) matches the speaker's target characteristics through the 

transmission channel and determines the starting point g(t) of the speech signal, which is: 

                                                                    g(t)=bf(t-τ(t)).                                                                          (4) 

Among them, b is the reflection gain of the starting point of the speech signal, which is related to the 

characteristics of the speaker's target and the channel loss of the speech transmission medium. 

The BP neural network classifier is used to achieve speaker recognition by extracting statistical features. 

According to the above analysis, the overall design block diagram of the speaker's speech recognition 

system in a noisy environment is obtained, as shown in Figure 2. 

 

Figure 2: Design diagram of Speaker speech recognition system in noisy environment 

B. Speech Signal Noise Reduction Filter Processing 

In the signal duration, auto-correlation matched filter detection is used for noise reduction filtering 

processing and voice signal noise reduction processing, and the detection feature matching point g (x, y) of 

the voice signal is obtained. 

Using the local detection window to perform feature point matching detection on g(x, y), the speaker is 

interfered by the additive noise item η(x, y) during the speech collection process, and the average energy 

of the speaker's speech detection window is examined to obtain the original speech An estimate of human 

speech feature band f ̂(x,y). 

According to the extraction results of the acoustic features, the adaptive noise cancellation algorithm is 

used for the noise reduction filtering of the audio signal [13-15], and the structure block diagram of the 

speech signal noise reduction filtering is obtained, as shown in Figure 3. 
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Figure 3: Structure block diagram of speech signal noise reduction filter 

Combine Figure 3 to design the noise reduction filter algorithm. Firstly, the estimated value of filtering on 

a short speech signal is given as 𝑓(𝑥, 𝑦) = βF(x, y) + (1-β) 𝑚𝑙, where F(x, y) is the speaker's voice in a noisy 

environment Scan the time scale value at point (x, y); 𝑚𝑙 is the embedding dimension of the filter, let 𝛿𝑙
2 

be the local variance of the speaker's voice scan; 𝛿𝜂
2 is the noise variance; 𝛽 = 𝑚𝑎𝑥 [

𝛿𝑙
2−𝛿𝜂

2

𝛿𝑙
2 , 0] represents 

the acoustic feature. 

The feedback coefficient of the line spectrum is detected by autocorrelation matched filter according to the 

acoustic characteristic line spectrum, and the noise variance 𝛿𝜂
2 is obtained, and the transfer function form 

of the autocorrelation matched filter is obtained as:  

                               𝒇̂(𝒙, = {

𝒈(𝒙, 𝒚) − 𝟏, if 𝒈(𝒙, 𝒚) − 𝒇̂𝑳𝒆(𝒙, 𝒚) ⩾ 𝒕,

𝒈(𝒙, 𝒚) + 𝟏, if 𝒈(𝒙, 𝒚) − 𝒇̂𝑳𝒆𝒆(𝒙, 𝒚) < 𝒕,                                                                   (𝟓)

𝒈(𝒙, 𝒚), else. 

 

By obtaining the transfer function of the autocorrelation matched filter, using adaptive local noise 

reduction, the continuous noise is decomposed into words, phonemes, and other units, and the feature 

matching of speech noise: 

                                𝒈(𝒙, 𝒚) = 𝒇̂(𝒙, 𝒚) + 𝜼𝒎(𝒙, 𝒚) + 𝒇(𝒙, 𝒚)                                                                                    (𝟔) 

Among them, 𝑓(𝑥, 𝑦) represents the input voice signal; 𝑔(𝑥, 𝑦) represents the output voice signal of the 

noise reduction filter; 𝜂𝑚(𝑥, 𝑦) represents the noise between the sound line feature points of the voice 

signal, and the additive noise satisfies 𝜂𝑚(𝑥, 𝑦) ∈ {−1,0,1}. Through the feature matching of speech noise, 

the noise reduction filter processing of speech signal is completed. 

III. ALGORITHMS 

Speech Enhancement Algorithm Based on Wavelet Analysis 

Adaptive noise cancellation 
algorithm 
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The traditional speaker speech recognition method uses an autocorrelation detection algorithm; when it is 

interfered with by large background noise, the signal-to-noise ratio of the detection output is not high.  

To overcome the shortcomings of traditional methods, this paper proposes a speech enhancement and text-

related feature extraction algorithm based on wavelet analysis to realize the speaker's speech recognition. 

Under the complex noise background, the speaker's speech signal analysis and feature extraction are used 

to obtain the speech. The discrete signal of human speech is x(n), and the orthogonal wavelet transform is 

constructed, which is : 

                               𝒑(𝜼𝒎(𝒙, 𝒚)) = {

𝒓/𝟒,     𝜼𝒎(𝒙, 𝒚) = −𝟏
𝟏 − 𝒓/𝟐,     𝜼𝒎(𝒙, 𝒚) = 𝟎                                                                  (𝟕)

𝒓/𝟒, 𝜼𝒎(𝒙, 𝒚) = 𝟏    
 

Among them: r is the speaker's speech word and phoneme resolution scale in a noisy environment, 0≤r≤1. 

The noise is additive noise, the mathematical expectation is 0, and the variance is r/2. On this basis, the 

hyperbolic FM wavelet of speaker speech feature decomposition is defined as: 

𝜱𝑯(𝒕) = 𝑨(𝒕) 𝒆𝒙𝒑[𝒋𝜽(𝒕)] 𝒑(𝜼𝒎(𝒙, 𝒚)) = 𝑨(𝒕) 𝒆𝒙𝒑 [−𝒋𝟐𝝅 𝑲𝒍𝒏 (𝟏 −
𝒕

𝒕𝟎

)] 𝒑(𝜼𝒎(𝒙, 𝒚)) , |𝒕| ⩽
𝑻

𝟐
                (𝟖) 

After obtaining the hyperbolic frequency modulation wavelet decomposed by the speaker’s speech feature, 

the speech signal is discretely processed. Under the j-th decomposition scale, the high-frequency 

component coefficients of noise and reverberation at time k are obtained as 𝑑𝑗,𝑘; speech in wavelet domain 

space, the attenuation parameter coefficient is 𝑎𝑗,𝑘; the voice output frequency is fs.  

Under different attenuation of the transmission medium, the energy of the speech feature detail signal of j = 0, 

1,..., M is obtained as 𝐸𝑗 = ∑  𝑘 |𝐶𝑗(𝑘)|
2
, where the wavelet coefficient is 𝐶𝑗(𝑘) = [𝑥(𝑡), 𝜙𝑗,𝑘(𝑡)], the discrete 

processing result of the speech signal obtained by the wavelet scale projection method is : 

                      𝑬 =∥ 𝒙(𝒕) ∥𝟐 𝒈(𝒕) = ∑  𝒋 ∑  𝒌 |𝑪𝒋(𝒌)|
𝟐

𝒈(𝒕) = ∑  𝒋 𝑬𝒋𝒈(𝒕).                                 (9) 

The total energy of the speech signal can be expressed as: 

                                              𝒈(𝒕) =
𝟏

√𝒂𝟎𝒌
𝒇 (

𝒕𝟎 − 𝝉𝟎

𝒂𝟎

)                                                                                                  (𝟏𝟎) 

Among them: 𝑡0 = 𝑓0𝑇/𝐵, 𝐾 = 𝑇𝑓𝑖(−𝑇/2)𝑓𝑖(𝑇/2)/𝐵 the wavelet frequency center is 𝑓0; the normalized 

relative wavelet energy Pj = Ej/E. Through discrete processing of speech signals, a speech enhancement algorithm 

based on wavelet analysis is realized. 

IV. UNITS 

Text-Related Feature Extraction  

Assuming that the speaker’s speech wavelet energy set {P1, P2,..., Pj} in the wavelet time-frequency space 

covers the entire frequency band of the speech signal, the two-dimensional wavelet time-frequency 

characteristic of the speaker’s speech feature output is: 
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                                     𝑾𝜱𝑯𝜱𝑯(𝒂, 𝝉) = ∫ 𝜱𝑯(𝒕)𝜱𝒂
𝑯∗(𝒕 − 𝝉)𝒅𝒕                                                                                    (𝟏𝟏) 

Perform text-related feature scanning on the sub-signal Pj of voice features in each voice time period, 

decompose the voice signal of each voice time period into the wavelet feature scale Cj(k) of the j-th layer 

coefficient, and output the wavelet for the voice feature. The time-frequency two-dimensional 

characteristics are scanned, and the voice signal is divided into n cells by the sound ray equalization 

method; then there are: 

                                              𝑬𝒋,𝒌 = ∑  

𝒎
𝒏

𝒌

|𝑪𝒋(𝒌)|
𝟐

𝑾𝜱
𝑯𝜱𝑯(𝒂, 𝝉)                                                                                      (𝟏𝟐) 

By extracting the wavelet energy Ej,k of the output speech signal with noise reduction, calculate Ej and the 

wavelet energy Pj,k, where, 

                                                                    𝑬𝒋 = ∑  

𝒏

𝒌=𝟏

𝑬𝒋,𝒌                                                                                                   (𝟏𝟑)

                                                                                                                               

 

                                           𝑷𝒋,𝒌 =
𝑬𝒋,𝒌

𝑬𝒋
                                                                                                             (14) 

In the process of calculating wavelet energy Ej,k, the energy loss in the k interval can be obtained by WEk, 

which is defined as: 

                                                      𝑾𝑬𝒌 = − ∑  

𝒋

𝑷𝒋,𝒌 𝒍𝒏(𝑷𝒋,𝒌)                                                                                     (𝟏𝟓) 

By calculating the positive wavelet energy loss of the speech signal, the wavelet energy Ej and the wavelet 

energy Pj,k of the speech signal, the text-related features of the enhanced speech signal are extracted, and 

finally, the BP neural network classifier is used for feature classification to realize the speaker The structure 

of the BP neural network classifier is shown in Figure 4. 

 

Figure 4: Neural network classifier 

The BP neural network classifier uses three layers of forwarding neurons in a 2×3×1 structure, which are 

the input layer, middle layer, and output layer. Through the reliability recognition of the speech signal 

speaker, the control of the speaker's speech recognition is realized, the control function for speech 

recognition is: 
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                                  {

𝝋̈𝒂 = −(𝒃𝟏 + 𝜟𝒃𝟏)𝝋̇𝒂 − (𝒃𝟐 + 𝜟𝒃𝟐)𝝋𝒂 − (𝒃𝟑 + 𝜟𝒃𝟑)𝜹𝝋̅ + 𝒇𝒅𝟏

𝝍̈𝒂 = −(𝒃𝟏 + 𝜟𝒃𝟏)𝝍̇𝒂 − (𝒃𝟐 + 𝜟𝒃𝟐)𝝍𝒂 − (𝒃𝟑 + 𝜟𝒃𝟑)𝜹𝝍 + 𝒇𝒅𝟐                             (𝟏𝟔)

𝒚 = −(𝒅𝟑 + 𝜟𝒅𝟑)𝜹𝜸 + 𝒇𝒅𝟑 + 𝒘𝟏𝒋 + 𝒘𝟐𝒋 + ⋯ + 𝒘𝒏𝒋

 

Among them: ¨γ is the text-related features of the input speaker in the input layer; w1j, w2j,...,wnj are the 

weight values; b1, b2, b3 are the input layer, the middle layer, and the output layer respectively; Δb1, Δb2, 

and Δb3 are the input respectively The error value of the speaker's speech recognition of the layer, the 

middle layer, and the output layer; 𝜑𝑎  is the correlation coefficient of speaker recognition; Ψ ̈a is the 

classification recognition result obtained in the output layer; d1, d2, d3 are the input layer, middle 

layer, and The time interval of the output layer. By getting the control function of speech 

recognition, the improvement of the speaker speech recognition algorithm is completed. 

IV. SIMULATION 

The simulation is based on the Matlab Simulink software. The voice information collection parameters of 

text-related speakers in a noisy environment: Np = Ns = 20, f = 20.5 kHz, Cp = Cs = 0.57 μF. The bandwidth 

of the speaker's voice collection is 5kHz, the attenuation frequency of the voice transmission is 50 

000Hz/s, the time width is T = 0.1s, and the intensity of noise interference is -12dB. The result of the noisy 

voice signal sampling is shown in Figure 5. 

 

Figure 5: Speech signal sampling results and 

noise. 

Figure 6: Wavelet enhancement of speech 

signal on the wavelet scale of each layer 

Taking the above-sampled speech signal as the research object, the noise-containing speech signal collected 

is pre-processed by noise reduction filtering, and the speech enhancement processing is performed 

through wavelet adaptive feature decomposition. The wavelet enhancement result of the speech signal is 

obtained, as shown in Figure 6. Perform text-related feature extraction on the enhanced speech signal, and 

use this as a feature to input into the BP neural network classifier to realize speaker recognition. The results 

of speech recognition using this method and traditional methods are obtained, as shown in Figure 7. It can 
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be seen from Figure 7 that the method used in this paper for speaker speech recognition has better noise 

suppression performance. In order to quantitatively analyze the performance of the algorithm, the fifth 

issue of Tan Ping, et al.: The text-related speaker recognition method in a noisy environment improves the 

643 recognition the output signal-to-noise ratio SNR is the test index, and the comparison result of the 

speaker's speech recognition performance is obtained, as shown in Figure 8. It can be seen from Figure 8 

that the method used in this paper for speaker speech recognition has higher recognition accuracy, lower 

probability of false detection, and better speech noise reduction performance. 

 

Figure 7: Speech recognition results                                                   Figure 8: Speaker speech recognition   

performance and comparison 

IV. CONCLUSION 

Speaker's speech recognition can be divided into isolated word recognition, keyword recognition, and 

continuous speech recognition based on different recognition objects. Speech recognition is based on signal 

processing. In extreme environments, the speaker's voice signal acquisition is interfered with by strong 

background noise, and the output voice signal has a low signal-to-noise ratio, making it difficult to 

recognize. Therefore, an algorithm based on wavelet speech enhancement and text-related feature 

extraction is proposed to recognize the speaker's speech. First, scan the speech of the text speaker in a 

noisy environment and build a collection model, perform denoising filter preprocessing on the collected 

noisy speech signal, perform speech enhancement processing through wavelet adaptive feature 

decomposition, and perform text-related features on the enhanced speech signal Extract the features and 

input them into the BP neural network classifier to realize speaker recognition. The research shows that 

the use of the speaker speech recognition algorithm for speech detection and analysis has higher 

recognition accuracy, lower probability of false detection, and better speech noise reduction performance.  
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